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ABSTRACT


Six numerical models: (1)RCPWAVE, (2)Ref/Dif-1, (3)RDE, (4)PBCG, (5)PMH, and (6)MIKE 21’s EMS module, were examined for their performance on the simulation of water wave shoaling, refraction, and diffraction. Experimental data for waves traveling across an elliptic shoal were used as a standard for comparison. Although the last four models (i.e., elliptic or hyperbolic model) are capable of simulating strong wave diffraction, reflection, and resonance, those capabilities were not compared because RCPWAVE, Ref/Dif-1, and the physical model experiment are only capable of simulating water wave shoaling, refraction, and weak diffraction. The Ref/Dif-1 had excellent accuracy in the prediction of wave height, the predicted wave direction, however, was not good. The RCPWAVE had accuracy problems in both wave height and direction. The next three models (RDE, PBCG, and PMH) all performed very well on the simulation of wave shoaling, refraction, and diffraction, and they practically provided the same results for the case study presented. The EMS module for Mike 21 was slightly different than the previous three. Regarding the simulation of the passing-through boundary, the PMH model was better because of the nearly exact solution for this boundary. The MIKE 21’s EMS module had a faster computing pace, but no output for wave directions and was incapable of including tidal current effects were the major drawbacks.
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INTRODUCTION

Linear water wave transformation (refraction, diffraction, shoaling, reflection, and resonance) can be described using the Elliptic Mild Slope Equation (EMSE, Berkhoff et al., 1982), or the extended mild slope equation (Massey, 1995; Chamberlain and Porter, 1995; Porter and Staziker, 1995). Approaches in those currently available numerical models for solving the wave transformation process can be divided into four categories: (1) using a parabolic approximation to simplify the EMSE; (2) using a hyperbolic approach to replace the EMSE and seeking for the solution at the steady state; (3) using an interaction method to solve the EMSE; and (4) using a direct method to solve the EMSE.

The first approach is restricted to no wave reflection and weak diffraction (Radder, 1979). This kind of model (e.g., Ref/Dif-1 from Kirby and Dalrymple, 1991; RCPWAVE from Ebersole et al., 1986) can be solved much faster. This is because of the nature of the parabolic partial differential equation and less restriction on grid size (i.e., less than one fifth of the wave length) for this approach. Thus its implementation has been recommended for open coasts without structure to cause strong diffraction and reflection. Under this category, numerous studies have been conducted during the past decades (e.g., Kirby, 1986a; 1986b; 1988; Dalrymple et al., 1989; Maa and Wang, 1995). The calculated results were mainly applied for studying longshore sediment transports and shoreline responses. The calculated wave directions from this kind of model, however, have not been extensively verified, and this is one of the objectives of this study.

Weak diffraction can be roughly defined as the change of wave direction at any place in the study domain being less than 30 degrees from the incident wave direction, which is usually selected parallel to the x axis. When the change is more than 45 degrees, it is called strong diffraction. Examples of strong diffraction can be found when waves approach the back of a breakwater or an island. In this case, a change of wave direction on the order of 90 degrees can be found. Notice that the Ref/Dif-1’s capability on this issue has been improved to a maximum change of 45 degrees.

The next three categories are usually limited to small study domains. This is because the grid size requirement for solving the EMSE, or the hyperbolic equation, is small (less than 1/10 of wave length), and thus, the computation matrix is too big to be solved economically for large study domains, e.g., 50 wave lengths and more. However, if the study domain has a complicated geography and/or bathymetry, or if there is strong wave diffraction and/or reflection, and accurate results are needed, models in the next three categories are necessary because of the capability to simulate the extra phenomena: strong diffraction and reflection.
In the second approach, which deals with a transient mild slope equation (Copeeland, 1985; Madsen and Larsen, 1987; Isebe, 1994) and looks for the results at steady state, there are two models selected in this comparison: (1) MIKE 21's EMS module, and (2) the PMH model (HSU and Wen, 1987) and other EMSE models are (1) the treatment of passing-through boundary conditions, (2) the different algorithm for solving the governing equation, (3) the difference in the governing equation, and (4) the direct inclusion of the wave breaking process in the model because of the iteration in time domain. Otherwise this approach should give the same results as those from the other EMSE models. The computing speed and accuracy, of course, depends on the criterion selected for convergence.

The next two approaches deal with the EMSE directly. For better handling of irregular harbor geometries, finite element methods (e.g., Behrendt, 1985; Chen and Houston, 1987) have prevailed for the past decade. These kinds of models, however, are relatively difficult to maintain and upgrade, and thus, are excluded in this comparison. Because of the small grid size requirement, the finite difference methods can also be used to obtain an approximate solution of a complex geometry. Iteration methods prevailed when using the finite difference approximation because of the reasonable computer memory requirements, e.g., Multi-grid method (Li and Anastasiou, 1992), Conjugate Gradient method (Panchang et al., 1991), Generalized Conjugate Gradient (GCG) method (Li, 1994a), and Preconditioned Bi-conjugate Gradient (PBCG) method (Maa et al., 1998b). Although the convergent rate is usually good, it may degrade if the computation domain is not simple. Because the computing pace for models in this category is not as good as that from the model given next, only the PBCG model was selected for comparison.

The last approach, using the Gaussian elimination method (Dongarra et al., 1979) to directly solve the EMSE, was only possible recently because a special book-keeping procedure was developed to work with the Gaussian elimination method (RDE model, Maa and Huang, 1997; Maa et al., 1998b).

While this approach, the program coding is simple and straightforward. Thus, program maintenance and upgrades are easy.

Since there are so many models available, it would be helpful if a demonstration of the strengths and weaknesses of each selected model was provided. To achieve this goal, models (RDE, PBCG, PMH, EMS module for Mike 21, Ref/Dif-1, and RCPWAVE) from each category were selected based on availability and necessity (Table 1). A brief description of each selected model was given first, and then, the performance of each model on wave shoal, refraction, and diffraction across the elliptic shoal experiment carried out by Berkoff et al. (1982) was examined.

**Table 1. Function capability for the selected models.**

<table>
<thead>
<tr>
<th>Model</th>
<th>RDE</th>
<th>PBCG</th>
<th>MIKE 21' EMS</th>
<th>PMH</th>
<th>Ref/Dif-1</th>
<th>RCPWAVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shoaling</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Refraction</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Diffraction</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Reflection</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Resonance</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Spectral</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P*</td>
<td>P*</td>
</tr>
<tr>
<td>Bottom Friction</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Current Effect</td>
<td>P</td>
<td>P</td>
<td>No</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Step slope and Bottom curvature</td>
<td>Yes</td>
<td>Yes</td>
<td>P</td>
<td>Yes</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Passing-through B.C.</td>
<td>2nd</td>
<td>2nd</td>
<td>Sponge Layers</td>
<td>High Order</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

P: Although possible, this feature has not been implemented.
P*: The new version, Ref/Dif-S, deals with spectrum waves, but wave-wave interaction is still excluded.

1st: For the passing-through boundary condition, this level indicates that there will be errors caused by introducing wave reflection if the wave angle θ (Figure 1) is more than 10 degrees.

2nd: This level means that there will be errors caused by introducing wave reflection if θ is more than 30 degrees.

High Order: This level allows rJ to be greater than 45 degrees.

Weak: The model will fail if the wave angle turns more than 30 degrees from the computing x direction. For the ReflDif-l model, however, 45 degrees is still possible because of the treatment given by Kirby (1986b).

Sponge layer: This layer can be used to absorb wave energy, and thus, is similar to that allowing waves to pass through.


The following governing EMSE, with the enhancement for large bottom slope, bottom curvature (Massey, 1995), and bottom friction, is the basic equation used in most models, except the EMS module for Mike 21.

\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\eta_0}{h} \left( \frac{\partial h}{\partial x} \frac{\partial \phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \phi}{\partial y} \right) + k^2 \left( 1 + \psi + \frac{\eta_0}{\eta_0} \right) \phi = 0
\]  

(1)

where

\[
\psi = e_1 (k h) \left( \frac{\partial h}{\partial x} \right)^2 + \frac{\eta_0}{\eta_0} \left( \frac{\partial h}{\partial y} \right)^2 + e_2 (k h) \frac{\partial^2 h}{\partial x^2} + \frac{\partial^2 h}{\partial y^2}
\]

(2)

\[e_0, e_1, \text{ and } e_2 \text{ are three functions of relative depth } (k h), \phi \text{ is the velocity potential function in the study domain for a simple harmonic wave flow, } i = (-1)^i, f_0 \text{ is a friction coefficient (Daldymple et al., 1984), } \sigma = 2 \pi / T \text{ is the wave frequency, } k_0 = 4 \pi^2 / g T^2 \text{ is the deep water wave number, } T \text{ is the wave period, } g \text{ is the gravitational acceleration, } n = (1 + 2 k h / \sinh 2 k h / 2), k = 2 \pi / L \text{ is the local wave number, } L \text{ is the local wave speed and accuracy, of course, depends on the criterion selected for convergence.}
length, \( h \) is the water depth, \( \partial h/\partial x \) and \( \partial h/\partial y \) are bottom slopes in the \( x \) and \( y \) directions respectively, \( \partial^2 h/\partial x^2 \) and \( \partial^2 h/\partial y^2 \) are bottom curvatures in the \( x \) and \( y \) directions, respectively, and \( x \) and \( y \) are the two horizontal coordinates.

Among the six selected models, the RDE and PBCG models followed Eq. 1 exactly. The PHM model and EMS module had an extra transit term and other means to transform the governing equation. The other two models were simplified with different degrees. Details will be given when presenting each model.

The boundary conditions can be described by the following two equations (Behrendorf, 1985):

\[
\frac{\partial \varphi}{\partial x} = i\alpha k_\varphi + 2ik^x, \quad \text{on } x \text{ direction}
\]

\[
= i\alpha k_\varphi \left( 1 - \frac{k_x^2}{k} \right) + 2ik^x, \quad \text{1st order on } \pm x \text{ direction}
\]

\[
\equiv \pm i\alpha k_\varphi + 2ik^x, \quad \text{2nd order on } \pm x \text{ boundary (3)}
\]

\[
\frac{\partial \varphi}{\partial y} = \pm i\alpha k_\varphi \left( \varphi + \frac{k_x^2}{2k^2 \partial y^2} \right) + 2ik^x, \\
\quad \text{on } \pm y \text{ boundary (4)}
\]

where \( k_x \) and \( k_y \) are wave number components in the \( x \) and \( y \) directions, respectively. This condition can be used as (1) total reflection (with \( \varphi^x = \alpha = 0 \)), (2) partial reflection, (with \( \varphi^x = 0, \) and \( 0 < \alpha < 1 \)), (3) total passing through (with \( \varphi^x = 0, \) and \( \alpha = 1 \)), or (4) given boundary condition (with \( \varphi^x = \text{given}, \) and \( \alpha = 1 \)). Here \( \alpha = (1 - R)/(1 + R) \) and \( R \) is the wave reflection coefficient and \( \varphi^x \) is the given wave velocity potential. Because the angle, \( \beta \) (and thus, \( k_x \)), for waves approaching a boundary is unknown in prior, \( k_x \) has to be replaced by \( (k^2 - k_y^2) \). Thus, the original boundary condition (the second line in Eq. 3) is a nonlinear equation and its first and second order approximations are displayed in the 3rd and 4th lines of Eq. 3, respectively. Because of the similarity, only the second order approximation is given for the \( y \) direction boundary condition, i.e., Eq. 4. Eq. 3 is applicable to the boundary segments that are perpendicular to the \( x \)-axis, where the positive sign is for those segments that have the water grid point on their left side. Equation 4 is applicable to those boundary segments that are perpendicular to the \( y \)-axis, and the positive sign is for those segments that have the water grid point on the bottom. When using the second-order approximation for a total or partial passing-through boundary condition, reflective waves will be introduced when \( \beta \) is more than 30 degrees, even assigned \( \alpha = 1 \). Improvements by using the third-order approximation (Eq. 5) given by Kirby (1989) are possible if needed. With that improvement, \( \beta \) can be increased up to 70 degrees without causing severe wave reflection when specifying \( \alpha = 1 \).

\[
\frac{\partial \varphi}{\partial x} + \frac{b_1}{k^2} \frac{\partial^2 \varphi}{\partial x \partial y} = \pm i\alpha k_\varphi \left( a_\varphi \varphi + \frac{a_\varphi}{2k^2 \partial y^2} \right) + 2ik^x, \\
\quad \text{on } \pm x \text{ boundary (5)}
\]

where \( a_\varphi = 0.9945, a_\varphi = 0.8901, \) and \( b_1 = 0.4516 \) are three constants which can be slightly tuned to find the largest range of \( \beta \) which gives the least wave reflection.

Although at a grid point where the given wave condition is specified, the actual velocity potential function is still unknown because of the possible scatter waves generated from the study domain. The outgoing scatter waves should pass through the boundary unaffected, and thus, \( \alpha = 1 \).

For a given monochromatic wave with wave height, \( H_g \), period, \( T \), and direction, \( \theta \) (reference to the given boundary, see Figure 1), the given wave velocity potential can be calculated as (Behrendorf, 1985)

\[
\varphi^x = A e^{i\theta} = \frac{igH_g}{4\pi} e^{i\theta} (6)
\]

where \( A \) is the amplitude function and \( S \) is the phase function. For normally incident waves, the phase should be the same at all entrance grid points. For convenience and without loss of generality, we may choose \( S = 0 \) for this condition. For oblique incident waves, the phase function can be calculated as follows where \( x_L \) is a local one-dimensional coordinate, \( L \) is the wave length at the boundary location, and \( \theta \) is the angle between the wave direction and the normal vector of the boundary.

\[
S(x_L) = \frac{2\pi x_L \sin \theta}{L}, \quad 0 \leq S(x_L) \leq 2\pi (7)
\]

The solution of Eq. 1, velocity potential function, \( \varphi \), is a complex variable. The absolute value of \( \varphi \) can be used to find the local wave height according to Eq. 6. The local wave phase can be obtained as \( S = \tan^{-1}(\varphi_s, \varphi_r), \) where the subscripts \( s \) and \( r \) represent imaginary and real parts of a complex variable, respectively. The local wave numbers, \( k_x \) and \( k_y \) can be calculated as \( \partial S/\partial x \) and \( \partial S/\partial y \), respectively. Finally, the local wave direction can be obtained as \( \theta = \tan^{-1}(k_y/k_x) \).
The above are basic for each model, the difference among these models are as follows.

RDE Model

Using the finite difference approximation, a banded matrix equation, BX = G, is established, where B is a banded matrix with a dimension of M × N, N is the length of the banded matrix, M is the band width of the matrix, X is the unknown column matrix, G is another column matrix that includes the given boundary conditions and potential function, and G is another column matrix that includes the given boundary conditions as well as the radiation boundary conditions. The banded matrix equation was solved by using a thrifty Gaussian elimination method (MAA et al., 1997; 1998b) which replaces the huge memory requirement with a large hard disk space requirement. In this model, water depth can be small but cannot be zero because of the linear wave theory. At a small water depth, this model may give an unrealistic large wave height if the waves are either breaking or broken. A post process software was used to identify the breaking points. After the breaking point, wave heights were limited by the water depth, but their direction unchanged.

PBCG Model

Similar to the RDE model, a matrix equation, AX = G, was established in this model, where A is an N × N square matrix stored in the Row Index Sparse Storage (RISS) mode, i.e., only non-zero items are stored to save computer memory. Others are the same as those given in the RDE model. Using the Preconditioned Bi-conjugate Gradient method given by Press et al. (1992), this equation can be solved with iteration. The Generalized Conjugate Gradient (GCG) method (Li, 1994a) is similar to the PBCG model, but uses a different pre-conditioner, and thus, might have a better convergent rate. For the PBCG model, the convergent criterion was selected as the difference between two consecutive computing results for any grid point is less than 1.0 × 10^-7. The number of iteration and computing time are given in Table 2. The estimated computing time for the GCG model, based on 2500 iterations claimed by Li (1994a), can be found in the parenthesis in Table 2.

PMH Model

The velocity potential ψ can be treated as a time-dependent variable, and thus, a new time-dependent parabolic mild slope equation was developed on the basis of using the perturbation method (Li, 1994b; Hsu and Wen, in review). The difference between this equation and Eq. 1 is given below.

\[
\frac{1}{c_s^2} \frac{\partial^2 \psi}{\partial t^2} = \text{Eq. 1} \quad (8)
\]

where c and c_s are wave phase and group velocity, respectively. Assuming that ψ is a slow varying function and \( \psi = (c_s)^{-1} e^{-\omega t} \Phi \), the hyperbolic equation (Eq. 12) was changed to a parabolic mild slope equation as follows

\[
\frac{2\sigma}{c_s^2} \frac{\partial \Phi}{\partial t} + \nabla^2 \Phi + k_r^2 \Phi = 0 \quad (9)
\]

where k is the equivalent wave number. The definitions and other details can be found in Hsu and Wen (in review). In each computation direction, i or j, Eq. 9 can be used to form a tridiagonal matrix equation, CX = H, where C is a 3 × N banded matrix, and N is the length of this banded matrix in either i or j directions, X is the unknown column matrix, and H is another column matrix which includes boundary conditions.

Using the Alternating Direction Implicit (ADI) scheme with iteration, the velocity potential Φ was solved. The converged criterion is selected as \( E < 10^{-4} \), where E is a residual parameter. Von Neumann's stability analysis (Li, 1994b) shows that the numerical scheme selected to solve this parabolic mild slope equation is unconditionally stable.

A special treatment of the passing-through boundary condition was implemented by Hsu and Wen (in review) as follows. Although wave angles at the passing-through boundaries are unknown in prior in the current time step, they considered these angles to be the same as angles obtained in the previous time step. With iteration, they can obtain nearly exact solutions at the boundaries which make their Parabolic Mild slope equation model with a High (PMH) order of accuracy on the passing-through boundaries.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Berkhoff 1</th>
<th>Berkhoff 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>H (m)</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>T (s)</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>θ (deg)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>h (m)</td>
<td>0.04-0.45</td>
<td>0.04-0.45</td>
</tr>
<tr>
<td>Ax, Ay (m)</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Width × Length (m)</td>
<td>20 × 25</td>
<td>20 × 22</td>
</tr>
<tr>
<td>Grid No. in x &amp; y direction</td>
<td>201 × 251</td>
<td>200 × 220</td>
</tr>
</tbody>
</table>

RDE

| Computing time | 1056 s | 946 s |
| Memory required | 26.20 MB | 25.46 MB |

PBCG

| Iterations | 10,103 | 7,922 (2,500)** |
| Computing time | 7,015 s | 4,433 s (1,400 s)*** |
| Memory required | 11.48 MB | 10.72 MB |

RfDif-1

| Computing time | 12 s (2.6 s)* |
| Memory required | 2.0 MB |

RCPWAVE

| Computing time | 49 s (3.2 s)* |
| Memory required | 2.6 MB |

EMS module for Mike 21

| Iterations | 96 | 68 |
| Computing time | 661 s | 309 s |
| Memory required | 6.87 MB | 6.11 MB |

PMH

| Iterations | 1,200 |
| Computing time | 1,600 s |
| Memory required | 2.7 MB |

The computing time is based on a Pentium 233 Personal computer with 64 MB of memory, and Windows 95 operation system.

* The numbers in parentheses are the results using their own required grid size: Ax = 0.25 m and Ay = 0.2 m.

** Number in parentheses was given by Li (1994a) for his GCG model.

*** Number in parentheses were estimations for the GCG model.

The number grid size used for all the models are given in Table 2. The number of iterations claimed by Li (1994a), can be found in the parenthesis in Table 2.

The above are basic for each model, the difference among these models are as follows.
EMS Module for Mike 21

The Danish Hydraulic Institute's EMS module for MIKE 21 is essentially the one developed by MADSEN and LARSEN (1987). This model has a transit "mild slope equation" for water surface elevation, $\zeta$, as follows.

$$-c_x \frac{\partial^2 \zeta}{\partial t^2} + \nabla (c_x \nabla \zeta) = 0 \quad (10)$$

This equation can be split into three first-order equations (Eq. 11), where $P$ and $Q$ are pseudo fluxes in the $x$ and $y$ directions, respectively.

$$\frac{\partial P}{\partial t} + c_x \frac{\partial P}{\partial x} = 0$$

$$\frac{\partial Q}{\partial t} + c_x \frac{\partial Q}{\partial y} = 0$$

$$\frac{c_x}{c} \frac{\partial \zeta}{\partial t} + \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} = 0 \quad (11)$$

By further assuming that $P$, $Q$, and $\zeta$ are all slow-varying functions, the harmonic term, $e^{-i\omega t}$, can be removed from Eq. 11 for higher computing efficiency. By including a source term in Eq. 11 to introduce the incident waves, MADSEN and LARSEN generalize Eq. 11 as a wave transformation model. The solution technique of this model is similar to that for solving the momentum and continuity equations for long waves. The final steady-state solution is the solution to the original elliptic mild-slope equation. This system of equations was solved by a highly efficient double sweep method with a variable time step for the iteration toward the steady-state solution.

The computing technique used in the EMS model requires that all boundaries be totally (100%) reflective. For this reason, incident waves have to be introduced from the interior, and sponge layers must be installed on the passing-through boundary. In the sponge layers, wave energy can be totally or partially dissipated (LARSEN and DANCY, 1983). In this case study, 10 sponge layers were set up at the left boundary and five sponge layers at the right boundary because waves mainly travel in the $x$ direction. No sponge layer was applied on the top and bottom boundaries. Wave breaking was enabled, which dissipates the wave energy on the beach.

The output of the EMS model includes: both transient and steady-state, water surface elevations, wave heights, depth-averaged particle velocities, and radiation stresses. Although the depth-averaged particle velocities, obtained from the summation of the two pseudo fluxes ($P$ and $Q$), can be plotted to show the trend of wave directions, this model does not provide wave phase or direction information.

This model is different, in a fundamental sense, from other elliptic or hyperbolic models because the dependent variable in the governing equation (Eq. 10) is water surface elevation ($\zeta$). Strictly speaking, this model did not solve the mild slope equation of velocity potential function (Eq. 1).

RCPWAVE

In order to solve Eq. 1 (without $\psi$, nor the bottom friction term), EBERSOLE et al. (1986) substituted $\psi = Ae^{\theta \phi}$ and obtained two equations for the amplitude function, $A$, and the phase function, $S$. They added an extra restriction, $\nabla \times \nabla S = 0$, (irrotationality of wave phase gradient) to the governing equations. They used an iteration method to solve the finite difference approximations of the three equations in the $y$ direction which should be roughly normal to the wave propagation direction. After being converted in the iterations, the computation advanced into the next $x$ grid. Their approach is not similar to that given by the Ref/Dif-1 model. They solved the EMSE using a numerical method that is designed for a parabolic type of differential equation. Although they have not changed the original governing equation, the numerical method they selected ignores the reflected waves, and the numerical scheme only produces stable results when the wave angles are within 30 degrees from the $x$ axis. This model produces local wave height, phase, and wave angle, $\theta$, directly.

Ref/Dif-1

Restricted to no wave reflection, no $\psi$ term, and only weak diffraction, KIRBY and DALRYMPLE (1991) presented the Ref/Dif-1 model, which is quite popular in the U.S. In this model, the velocity potential function is separated into two parts: one for the progressive waves and one for the reflective waves which were discarded. Because of the use of an implicit scheme to solve the simplified equation, the computation speed is excellent. Also because of the enhancements provided by DALRYMPLE et al. (1984), this model remains stable even when the wave propagation direction deviates to 45 degrees from the $x$ axis. Although this model has many enhancements, e.g., wave transmission across an island (DALRYMPLE et al., 1984), tidal current influence on wave transformation, computation on curve-linear coordinates (KIRBY, 1988), and weak nonlinear wave transformation (KIRBY, 1986a), the accuracy of the calculated wave direction is the major concern when using this model. We will demonstrate this point next.

The RCPWAVE and Ref/Dif-1 Models require that the grid size be less than one fifth of the wave length ($\Delta x \lesssim L/5$, or 0.25 m for the case study). For this reason, the computing time (see Table 2) can be reduced significantly.

RESULTS

The computing results for all the models are summarized in this section. Normalized wave height contours and wave vectors are the major items compared. For similar results, only one is presented to save space.

The elliptic shoal experiment (BERKHOFF et al., 1982) was selected because it was well designed for checking wave shoaling, refraction and weak diffraction. The bathymetry of the experimental and computation domain is given in Figure 1. Waves (period = 1 sec, wave height = 0.01 m, normal incident, see Figure 1) are propagating into the study domain from the right hand side. On the left hand side, there is a beach, and a portion of the left hand side boundary ($0 m < y < 17 m$) has to be specified as a total-passing-through boundary (i.e., $\alpha = 1$). On the top and bottom boundaries, the total-reflection boundary condition (i.e., $\alpha = 0$) is specified to
simulate the wave guides used in the experiment. The grid size and other information is given in Table 2. For comparison with the GCG model (Li, 1994a), another smaller computation domain is selected and the results are given in Table 2 under the column of Berkhoff-2.

Although the experiment carried by Berkhoff et al. (1982) is the best one for checking wave refraction and weak diffraction, their study cannot provide all the information needed for later studies. For example, it would be useful if they had provided a measured wave vectors plot, measured wave height contours, or measured wave crest lines. Without this information, criteria were selected as follows to justify the accuracy of the selected models: (1) The performance of each model must be checked with the available data; (2) If no experimental data for verification are available, the common results from more than one model will be selected as the background-truth. Based on the first criterion, the comparison of wave height profiles with measurements was checked. Our study, however, demonstrated that this criterion alone is not sufficient to show the accuracy of a model. Based on the second criterion, the practically-the-same wave height contour plots and wave vector plots obtained from the RDE, PBCG, and PMH models (Figures 2 and 6) were selected as the accurate results.

Because the reflective waves are negligibly small and wave diffraction is weak in the experiment conducted by Berkhoff et al. (1982), the experimental results can be used to verify the performance of Ref/Dif-1 and RCPWAVE models.

Wave Height

Four normalized wave height contour plots (Figures 2 to 5), which represent the results from RDE, MIKE 21's EMS, Ref/Dif-1, and RCPWAVE models, are presented. The contours from other models (i.e., PMH and PBCG) are practically the same when compared to those given by the RDE model, and thus, were omitted.

The RDE's wave height contours (Figure 2) show a slight wave reflection at the domain $x > 15$ m. These reflected waves were revealed from the normalized wave height contours oscillating around 1 at the portion before the shoal. After the shoal, wave refraction and diffraction dominate. Because the RDE model does not allow for zero water depth, a minimum water depth of 0.04 m was arbitrarily selected to establish an artificial total-passing-through boundary (see the left-top corner in Figure 2). Wave energy was allowed to pass through using the second order approximation. Because the selected 0.04 m water depth is greater than the breaking depth, the RDE model avoided the wave breaking problem. The PBCG model used the same principal, and thus, was subjected to the same limitation.

Both the PMH model and the EMS module allow zero water depth. During iterations in the time domain, these two models checked the wave breaking criterion and changed the wave height accordingly.

The EMS module for MIKE 21 also gave reasonable wave height contours (Figure 3). The predicted location of maximum wave height (at $x = 12$ m) is slightly off when compared with other model results (Figures 2 and 4 indicate this location is at $x = 10$ m). The reflected waves are not as significant as those shown in Figure 2 (results from the RDE, PBCG, and PMH models). Reflective waves can be seen only at two small areas before the shoal. Notice that this model introduces sponge layers in the computation domain (at the onshore and offshore sides), and thus, the computing domain is slightly larger than others, i.e., $26.4 \times 20$ m.

Because the Ref/Dif-1 and RCPWAVE models do not include wave reflection, the normalized wave height contours from these two models (Figures 4 and 5) are all exactly equal to 1 before the shoal. After the shoal, they are quite different.
Wave Model Comparison

The results from Ref/Dif-1 model (Figure 4) are very close to that given by the RDE model. Results from the RCPWAVE model (Figure 5) show large wave heights at the near coast area which were caused by the extra equation, $\nabla \times \nabla S = 0$. This extra equation can be interpreted to mean wave rays never cross each other. We will further demonstrate this point later.

Wave Vectors

A wave vectors plot shows the wave heights and directions, and thus, it is important when comparing the overall performance. For the elliptic shoal (Berkhoff et al., 1982), the change of wave vectors occurred mainly after the shoal. For this reason, only the vectors that are after the shoal were plotted (see the dashed box in Figure 1). For obtaining a clear display of the vectors, wave vector information was not plotted at every grid point. For the RDE model, wave vectors were plotted at every four grid points in both x and y directions (Figure 6). For the RCPWAVE (Figure 7) and the Ref/Dif-1 (Figure 8), wave vectors were plotted at every other grid point.

Notice that the wave vectors plot for the RDE model implies that wave trajectories may cross each other at an area behind the shoal, i.e., $9 \text{ m} < x < 10 \text{ m}$ and $9 \text{ m} < y < 11 \text{ m}$. In the wave phase contour plot (also the wave crest lines, Figure 9), this area also indicates a transition from concave wave crest lines to convex wave crest lines. This phenomenon is quite interesting and is worthy of further study.

Since the output velocity potential function represents the sum of transmitted waves, reflected waves, and diffracted
waves, the wave vectors also represent the summation of these possible waves. For this reason, wave directions may change locally and are not always perpendicular to the bathymetric contours.

Notice that for $x < 8$ m in Figure 9, the wave crest lines have sharp bends located near $y = 7$ and 14 m. This kind of bending is physically unreasonable unless the wave height is small. When examining Figure 6, wave heights are very small at the above mentioned locations.

For the PBCG and the PHM models, practically identical wave vectors and wave crest lines were obtained when compared with those from the RDE model. For the MIKE 21's EMS module, wave vector information is not available for comparison.

For the RCPWAVE model, wave vectors (Figure 7) and wave height contours (Figure 5) indicate that wave height continues to increase after the shoal while traveling toward the shoreline. This phenomenon can be explained to mean the wave trajectories (Figure 10) never cross each other. The extra governing equation, $\nabla \times \nabla S = 0$, must be responsible for this result. Since the wave diffraction process allows wave rays to cross each other, the extra governing equation provided an artificial and unrealistic restriction which caused this result.

The Ref/Dif-1 model results (Figure 8) indicate that wave directions at all grid points are practically the same. It is not clear why this error occurs in the direction calculation. This unexpected finding limits the use of this model because wave direction is also important when studying longshore sediment transport.

When verifying a numerical model, previous studies only emphasized the comparison of wave heights at selected sections. We will demonstrate that this comparison alone is insufficient to judge a model's performance. In Figure 1, measurements of wave heights along the selected four center lines are available. A comparison of wave height profiles among models (RDE, RCPWAVE, Ref/Dif-1, and EMS module, see Figure 11) does not show a significant difference.

This indicates that additional checks on the wave vectors or trajectories is necessary to examine the overall performance.

The predicted wave height profile from the EMS module is rougher than other models' predictions (Figure 11a). When a slightly different computing domain was selected for the EMS module, the calculated wave height profile also changed a little. This is unexpected because the computing results should be the same.

**DISCUSSION AND CONCLUSIONS**

For the test conditions (negligible wave reflection and weak diffraction) presented in this study, Ref/Dif-1 and RCPWAVE are the fastest models. Their predictions, however, are not always acceptable. The Ref/Dif-1 model predicts an excellent wave height distribution, but the wave direction information...
Figure 11. Comparison of Wave Height Profiles for the Selected Models. (a) at x = 14 m; (b) at x = 12 m; (c) at x = 6 m; (d) at y = 10 m. Experimental data are solid dots.

is incorrect. The RCPWAVE model cannot accurately predict the wave height distribution nor the wave direction. Thus, the use of these two models requires great caution. For any case that involves wave reflection and strong diffraction, these two models are incapable of accomplishing the job.

Among the elliptic and hyperbolic models, the RDE, PBCG, and PMH models practically produce the same wave height distribution and wave direction information. The major differences are in computer speed and memory requirements (Table 2). The above conclusion, however, is based on only one experiment where wave directions are either nearly parallel or nearly perpendicular to the boundaries. Even a first-order approximation of the passing-through boundary used by the GCG model can perform well in this case. In reality, however, the wave approach angle, $\beta$ (Figure 1), may easily be more than 10 degrees, and sometimes, more than 30 degrees. A higher order approximation of the passing-through boundary condition is highly recommended.

At the partially reflective boundaries, a better knowledge of the reflection coefficient is needed to specify the value of $\alpha$. Laboratory experiments for a given structure can be conducted to accomplish this task. The sponge layers used in the EMS module posed a question of how to correlate the number of sponge layers to the reflection coefficient. Perhaps further numerical experiments can answer this question if the results of a physical model study on a particular type of reflective structure are already available. For a new type of reflective structure, a combination of physical and numerical experiments is necessary to address this question. For this reason, it is difficult to use this model when a new type of partially reflective structure is involved.

It is not clear why the EMS module did not provide wave direction information directly. It is impossible to interpret the wave direction information based on the output generated from the EMS module. This module, on the other hand, provides the information of wave radiation stresses. This implies that wave direction information is available internally because it is definitely needed to calculate wave radiation stresses.

Regarding other iteration methods, Li (1994a) claimed that the GCG model has a higher convergent rate (2500 iterations) for the given numerical experiment. Using the same experimental conditions, the PBCG model examined in this study required about 7700 iterations to converge. Possible reasons are (1) the GCG model has a higher convergent rate, (2) different degrees of approximation on the Newman type passing-through boundary condition, and (3) different convergent criteria. Among these three possible reasons, details for the last two are given as follows.

The GCG model used a first order approximation of the passing-through boundary condition, but the PBCG model used a second order approximation. For this reason, if $\beta >$
10 degrees, the GCG model will not give accurate results. The PBCG model, on the other hand, is good until \( \beta > 30 \) degrees. The convergent criterion used in the GCG model checks the average difference of all the grid points between two consecutive calculations, but the PBCG model checks the largest difference among all the grid points between two consecutive calculations. For this reason, although they both claimed that the convergent criterion is selected as the difference less than \( 1 \times 10^{-7} \), the GCG model actually has a slightly easier criterion than that of the PBCG model.

Despite the differences, the computing time for the GCG model (2500 iterations, Li, 1994a) can be prorated as 1,500 s, and this is the number selected to compare with others and is listed in the parenthesis in Table 2.

It is worthwhile to mention that the experiment carried out by Berkhoff et al. (1982) is not the best for checking the performance of an elliptic or a hyperbolic wave transformation model. Their experiment was well designed to prove a theoretical analysis of combining wave refraction and diffraction, but strong wave diffraction and wave reflection, however, were excluded. For verifying strong wave diffraction and wave reflection, analytical solutions and experimental data are available elsewhere (e.g., Goda et al., 1971; Yu et al., 1997). Comparison of elliptic and hyperbolic models with those available data is highly recommended, and that shall be the objective for our next study.
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