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ABSTRACT


This study uses numerical models to predict waves and currents in the Mississippi bight, Gulf of Mexico, for the period 4 to 7 March 1997, during which time a cold front passed over the region. The models are validated using observations from the area. The simulated waves and currents are used to infer littoral transport paths along the soundside of the barrier islands fronting Mississippi Sound and Chandeleur Sound. Predicted waves along the soundside of the barriers reach heights of 0.9 m with wave periods less than 4 s. These steep waves are important for eroding the soundside of the barrier islands. Currents near the barrier islands within Mississippi Sound are dominated by tidal flow. Consequently, shoreline transport within this estuary is sensitive to the tidal stage as well as wind direction and strength. Wave-driven littoral transport cells within Mississippi Sound are inferred to have been eastward during the frontal passage phase and westward as the wind became northeasterly during the post-frontal phase. This result suggests that sediment eroded from the barrier islands was continuously transported into tidal inlets. The model results also suggest that a southward wave-driven longshore drift cell was established along the soundside margin of the Chandeleur Island chain, with spillover onto the Gulf side of the southern islands.
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INTRODUCTION

The short-term exchange of sediment between the subaerial beach, shoreface, and inner continental shelf has a significant impact on commercial and residential construction, recreation, and military operations in the coastal zone. Consequently, among the tasks facing coastal planners today are understanding, predicting, and limiting beach and nearshore erosion during storms and meteorological fronts. One reason for increased concern is the expectation of greater storminess and rising sea level associated with global warming (Jones, 1994; Hayden, 1999). Greater use of the coastal zone has also led to an increase in public awareness of coastal erosion problems. Damage to commercial and residential property by tropical and extratropical cyclones has reinforced the severity of the problem (Stone et al., 1997; Zhang et al., 2000). Furthermore, the U. S. Navy has shifted its focus to littoral warfare and thus to nearshore hydrodynamics and the morphologic response of the beach-shoreface system (Harding et al., 1999). The increased interest in understanding coastal erosion makes it necessary to develop a more general capability for predicting nearshore sediment transport and morphology. This paper addresses this issue by discussing the use of several oceanographic forecasting tools to predict coastal erosion during a winter cold front in a low energy environment. This is an important development because of the need to make the maximum use of available environmental information in coastal studies.

Background

The most costly damage to the U. S. Atlantic and Gulf of Mexico coastline is incurred when hurricanes and tropical storms make landfall (Stone et al., 1997; Pielke and Landsea, 1998). This economic problem was dramatized when Hurricanes Opal and Erin struck the Florida Gulf coast in 1995, which was one of the most intensive hurricane seasons in over 100 years of records (Lawrence et al., 1998). The morphological impact of hurricanes can also be extreme in the Gulf of Mexico. For example, Hurricane Frederick flattened the Chandeleur Islands near the Mississippi River delta (Kahn and Roberts, 1982) and Hurricane Andrew caused permanent erosion and loss of wetlands along the Louisiana Gulf coast (Stone and Finkl, 1995). Extratropical cyclones are more important at mid-latitudes because these “northeasters” are much larger and more common than tropical cyclones. Thus, they can have long-term impacts on a greater extent of coast (Dolan et al., 1988; Fenster and Dolan, 1994; Young et al., 1995).

The most common meteorological events in coastal areas...
are cold fronts, which occur with a frequency on the order of 1 week. The relationships between nearshore waves and currents, sediment concentrations, and erosion/deposition patterns during frontal passage have been examined by a number of authors (Davis and Fox, 1975; Dingler et al., 1993; Chancy and Stone, 1996; Adjad and Martins-Neto, 2000; Perez et al., 2000). Although the waves and currents during cold fronts are weaker than during extratropical and tropical cyclones, they occur more frequently and can be as important for the evolution of low energy coasts in the Gulf of Mexico (Roberts et al., 1987; Moeller et al., 1993; Huh et al., 2001). For example, rapid erosion of soundside beaches of barrier islands threatens a national historical monument in Mississippi Sound (Figure 1), prompting the National Park Service (NPS) to initiate a measurement program in order to develop a preservation plan (Stone et al., 1998).

Understanding coastal change has been aided by the development of a range of predictive geomorphic models. Predictions of nearshore topography and coastal change can be made using process-response models, which are not easily applied to new areas because they use parameterizations for physical processes that may be site dependent (Bruun, 1954; Wright and Short, 1984; Stone and Stapor, 1996). Mathematical models can be used to predict nearshore sedimentation during time intervals with more limited measurements but they still rely on local parameterizations (Fox and Davis, 1973; Hanson and Kraus, 1989). Comprehensive numerical models substitute measurements for parameterizations of forcing fields to directly calculate nearshore sediment transport fluxes (Bowen, 1980; Bailleul, 1982; Dally and Dean, 1984; Thieler et al., 2000) and they have proven useful in understanding erosion and depositional cycles if observations are available to drive them.

Local, state, and federal agencies are responsible for operating coastal current and wave forecast models on a semi-continuous basis in several areas within the United States, including the east coast (Aikman et al., 1996), the west coast (Clancy et al., 1996), and the Great Lakes (Schwab and Bedford, 1994), as well as Tampa Bay (Vincent et al., 2000) and Galveston Bay (Schmalz, 2000) in the Gulf of Mexico. The U.S. Navy also has operational wave and current models running in different regions of the world (Horton et al., 1992). The increasing use of numerical wave and current models for both civilian and military coastal ocean forecasting suggests that now is the time to begin examining methods of coupling this growing coastal forecasting capability to coastal geomorphology models. One possible approach uses either model predictions or observations of the coastal wind, currents, and waves to drive morphodynamic or sedimentation models (Keen and Slingerland, 1993; Kim et al., 1998; Leffeldt and Barthel, 2000). Within this context, this paper will demonstrate that numerical wave and current models now have the required spatial and temporal resolution to supply forcing fields to geomorphic models and thereby permit improvements in studying coastal change at a range of scales.

Objectives

The overall objective of this paper is to demonstrate the usefulness of the simulated wave and current fields from numerical models in predicting event-driven changes in coastal morphology. This objective is accomplished by examining model simulations of currents and waves during a cold front that passed over the Mississippi bight (Figure 1) in March 1997. First, observations are used to characterize the physical forcing during the cold front. Then, the simulated waves and currents are compared to available measurements in order to evaluate the accuracy of the numerical models. The subsequent discussion of the predicted waves and currents will permit a qualitative analysis of coastal erosion in this region. Finally, the importance of having high-resolution, spatially and temporally variable waves and currents for predicting localized coastal erosion will be shown using example locations from within the Mississippi bight during the cold front.

STUDY AREA

The Mississippi bight (Figure 1) contains two large sounds fronted by barrier island chains, Mississippi Sound on the north and Chandeleur Sound on the west. The south-facing barrier islands that border Mississippi Sound were formed by upward aggradation as sediment from Mobile Bay was transported westward by longshore currents (Otros, 1970; 1979). Sediments within Mississippi Sound consist of medium to coarse sand along the barrier islands and silt and clay located within the central parts (Upshaw et al., 1966). Overall, the east-west lying barrier islands are migrating westward in response to wave-driven longshore drift (Rucker and Snowden, 1990; Cipriani and Stone, 2001). Ship Island has been repeatedly breached, most recently by Hurricane Camille in 1969, and today it comprises West Ship Island (WSI) and East Ship Island (ESI). West Ship Island has recently slowed its migration because of dredging in the ship channel to the west.

The Chandeleur Islands are a curved, east-facing barrier chain fronting Chandeleur Sound. These islands have continually migrated west-northwest over the subsiding St. Bernard deltaic plain (Suter et al., 1988). Beach deposits consist of shell fragments and fine quartz sand whereas the sediments of Chandeleur Sound comprise clay, silt and sand (Kahn and Roberts, 1982). The dominant geomorphic factors in the evolution of the Chandeleur barrier island chain are tropical cyclones, which commonly overwash and incise channels in these low-lying islands. The beaches of the southern islands are more exposed to storm waves than the northeast-facing beaches of the northern islands, which are shielded from the largest waves. The southern islands are therefore undergoing more rapid erosion and northwest migration than the northern islands. The established dunes of the northern islands also contribute to their durability by directing storm overwash into pre-existing channels. Kahn and Roberts (1982) noted that fairweather waves and currents rapidly redistributed sediment eroded from the beach and dune system by Hurricane Frederick, 1979. Much of this transported sediment contributes to the longshore drift pool that can rapidly seal storm channels (Nummedal et al., 1980). Hurricane Frederick flattened the southern Chandeleur Islands and they re-
Figure 1. (A) Map of the Mississippi bight study area. The barrier islands are denoted as follows: DNI, Dauphin Island; ESI, East Ship Island; WSI, West Ship Island; CII, Cat Island; CRI, Chandelier Islands. The other symbols are: BSL, Bay St. Louis; 42007 (+), NOAA buoy 42007; BTI, Breton Isle. The squares indicate tidal stations used for model comparison. The circles are locations where model-predicted waves are discussed in text. (B) Inset map of the Cat Island observation program area. The moorings are listed in Table 1. Bathymetry is in meters.
main a shoal today because of more recent storms such as Hurricane Georges, 1998 (Stone and Wang, 1999).

Previous work in the Mississippi bight suggests that wave transport is not significant (Knowles and Rosati, 1988); however, that study focused on steady state waves propagating from offshore. In order to assess the potential of wave-driven erosion within semi-enclosed bays and sounds it is necessary to measure the wave climate inside estuaries and use a time-dependent wave model that can capture the complex wave field during cold fronts. Furthermore, understanding sediment transport on the shoreface within the sounds makes it necessary to examine tidal and wind-driven currents inside the barrier islands. Work of this type is being undertaken by a joint effort of the Naval Oceanographic Office and the Environmental Protection Agency (Blumberg et al., 2000; Ahsan et al., 2001).

METHODS

Field Measurements

After examining the Fleet Numerical Meteorological and Oceanographic Center forecasts and the local weather reports, an array of instruments (Table 1) was deployed on March 4, 1997 in anticipation of frontal passage. A cold front passed over the area on March 6 and the instruments were retrieved on March 7. The instruments were located to examine the sensitivity of inlet flow to the variable winds during a cold front and to validate numerical wave and current models for use in enclosed coastal waters like Mississippi Sound.

Timeseries of the wind speed and direction were measured at buoy 42007, operated by the National Oceanic and Atmospheric Administration (NOAA). This buoy is located in a water depth of 15 m near the northern end of the Chandeleur Islands (see Figure 1 for location). A second anemometer was placed on the southern end of Cat Island to evaluate differences in the wind over water and the low-lying islands. The significant wave height and period were measured at buoy 42007 and at mooring 2, located south of Cat Island. Water levels were also measured at mooring 2 using a bottom-mounted pressure gauge. Several CTD profiles were measured on March 4 and again on March 7.

Numerical Modeling of Waves and Currents

In order to examine the physical processes that affect barrier island erosion within the Mississippi bight during cold fronts, it is convenient to use numerical wave and current models. It is not sufficient to calculate the steady currents due to the tides and wind only because beach erosion is dominated by waves, even inside the barrier islands. Consequently, this study utilizes the third-generation spectral SWAN model (Simulating Waves Nearshore) (Booij et al., 1999; Ris et al., 1999) to compute waves. The SWAN model is designed for application to shallow water regions. Input consists of bathymetry, water level changes, and wind fields. The model can also accept deepwater wave forcing at the open boundary. It calculates refraction, wave breaking, dissipation, wave-wave interaction, and local wind generation. The model does not compute diffraction and it should not be used when wave heights are expected to vary over a few wavelengths. Thus, the wave field is not generally accurate within the immediate vicinity of obstacles. It has been shown to produce reasonable results within the Mississippi bight (Hsu et al., 2000; Rogers et al., 2001). Dissipation of wave energy is computed for whitewater, bottom friction, and depth-induced wave breaking. SWAN uses whitewater formulations as adapted by the WAMDI Group (1988). The depth-induced dissipation formulation in the model is based on the JONSWAP bottom friction formulation with a friction coefficient of 0.067 m\(^3\)s\(^{-3}\) (Hasselmann et al., 1973).

The steady currents are calculated by the Princeton Ocean Model (hereinafter called POM) (see Oey and Chen, 1992). The POM solves the primitive equations for momentum, as well as salinity, temperature, turbulent energy and a turbulent length scale (Mellor and Yamada, 1982). This model uses split modes; a small time step is used to solve for the depth-integrated flow (external or barotropic mode) and a larger time step is used to compute three-dimensional variables (internal or baroclinic mode). The model uses a terrain-following \(\sigma\) coordinate system in the vertical. The input to POM consists of bathymetry, initial three-dimensional salinity and temperature fields, heat and momentum fluxes at the surface, and the water surface anomalies, transports, and temperature and salinity values at open boundaries.

The wave and current models require both initial conditions and boundary forcing to operate. The atmospheric forcing for this study is supplied by the hourly winds measured at NOAA buoy 42007 (Figure 2). No heat fluxes are applied to the POM because of the uncertainty of these calculations in coastal areas, especially for short simulations. The initial temperature and salinity fields are derived from CTD profiles measured at mooring 2 on March 4. The Naval Oceanographic Office compiled the bottom topography from a variety of sources, including the National Ocean Service 3 second database. No open ocean boundary condition is used with SWAN because this study is focusing on processes within the

<table>
<thead>
<tr>
<th>Location</th>
<th>Depth</th>
<th>Surface Currents, Temperature, Salinity</th>
<th>Bottom Currents, Temperature, Salinity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mooring 1</td>
<td>12.9 m</td>
<td>currents, temperature, salinity</td>
<td>pressure, temperature, salinity</td>
</tr>
<tr>
<td>Mooring 2</td>
<td>7.1 m</td>
<td>currents, temperature, salinity</td>
<td>current temperature</td>
</tr>
<tr>
<td>Mooring 3</td>
<td>2.5 m</td>
<td>currents, temperature, salinity</td>
<td>current temperature</td>
</tr>
<tr>
<td>Mooring 4</td>
<td>6.8 m</td>
<td>currents, temperature, salinity</td>
<td>current temperature</td>
</tr>
<tr>
<td>Mooring 5</td>
<td>7.1 m</td>
<td>current pressure, temperature, salinity</td>
<td>current temperature</td>
</tr>
</tbody>
</table>

Table 1. Measured hydrographic timeseries at Cat Island, March 4-6, 1996.
Three hydrodynamic simulations were used in this study. The first uses a barotropic model with tidal forcing using the POM model, which uses only wind forcing and closed boundaries. The third model is a baroclinic POM using all three boundary conditions: the estuary caused by the wind during the cold front. These water level changes are independent of the astronomical tides.

Results

This section discusses waves, currents, and water level anomalies that were measured within the Mississippi Bight during March 1997. Since these same variables are predicted by the numerical models, it is important to differentiate observations from predictions in the subsequent discussion. Therefore, the following convention will be used; measurements will be described and discussed in the past tense, and model predictions and other calculations (like wave steepness) will be presented using the present tense. This convention underscores the fact that the measurements are unique and cannot be reproduced whereas the computations can be redone.

Observations During a Cold Front

The measured wind speed and direction at buoy 42007 (Figure 2) indicate the passage of cold fronts on March 3, 6, and 13, this pattern is typical of winter cold fronts within this region. The present discussion is focusing on the cold front of March 6. Following ROBERTS et al. (1987), we define the pre-frontal phase as being dominated by southerly winds. The pre-frontal phase of the cold front of March 6 was abbreviated somewhat because of the short time interval since the previous cold front. Thus, the wind rotated clockwise from northeasterly (blowing from northeast to southwest) to southeasterly just before the front arrived on March 6. During the frontal passage phase, the wind rapidly changed direction from southerly to westerly and a maximum wind speed of 12 m s\(^{-1}\) was measured. The post-frontal phase, which is defined as the period during which the wind becomes northerly, began on March 7. The measured wind at Cat Island (not shown) was very similar to that at the buoy but it was slightly weaker and more variable.

All of the waves generated within the sounds are fetch-limited during cold fronts and depth-limited wave growth occurs over shoals and near islands. The observed waves at mooring 2 are very similar to the open Gulf mooring but their period is much shorter because of the shallower water. The measured significant wave heights \(H_s\) during the cold front were similar on the open shelf at buoy 42007 and inside Mississippi Sound at mooring 2. The observed \(H_s\) at buoy 42007 (Figure 3) was less than 0.5 m during the pre-frontal phase and the significant wave period \(T\) was 4 s. The corresponding deep-water wavelength, calculated from \(L = \frac{gT^2}{2\pi}\) (where \(g\) is the gravitational acceleration, \(9.81\) m s\(^{-2}\)), is 25 m and the wave steepness \(H_s/L\) is 0.02; a value of 0.025 is commonly used as the boundary between “steep” and “low” waves (FRIEDMAN and SANDERS, 1978). Steep waves can deliver more wave energy to the beach and thus cause greater erosion than low waves. The waves on the inner shelf were low even during frontal passage when the observed \(H_s\) at 42007 increased to 1 m. The measured \(H_s\) at mooring 2 was below 0.25 m prior to the front and \(T\), fluctuated between 2 and 4 s, corresponding to a wave steepness of 0.04 and 0.01, respectively. The strengthening wind on March 6 generated waves with significant wave heights greater than 1.5 m at mooring 2, but with no increase in period until late in the day. Consequently, the wave steepness reached 0.24 when the waves were largest on March 7. The estimated wave steepness decreases significantly thereafter as the period increased to 6 s. The measured \(H_s\) at mooring 2 increased to...
1.7 m in response to the strong northerly wind of March 7. The wind weakened significantly on March 8, however, and the measured $H_s$ at buoy 42007 decreased rapidly.

The water level in Cat Island Channel is positively correlated with water levels within Mississippi Sound; i.e., negative water surface anomalies (setdown) at mooring 2 (see Figure 1B for location) indicate a decrease in water level within the sound. The measured water level record at mooring 2 (Figure 4) indicates setdown relative to the tide predictions from the International Hydrographic Office (IHO) database for March 4-7. Northeastern winds during the pre-frontal phase had pushed water out of Mississippi Sound and produced a maximum setdown near Cat Island at 1000 GMT on March 4. The water level at mooring 2 subsequently rose as the wind shifted to easterly immediately prior to frontal passage. However, the water surface anomaly became negative again during frontal passage when a westerly wind pushed water through the inlet north of the Chandeleur Islands; a maximum setdown of $-0.25$ m was measured at 1100 GMT on March 6. Northwesterly winds during the post-frontal phase were not aligned with this pass and flow was therefore reduced on March 7, producing a positive anomaly of 0.12 m at 1200 GMT. Water level anomalies within the rest of Mississippi Sound will be examined using the Princeton Ocean Model in a later section.

Tidal flow predominantly enters Mississippi Sound to the east and exits in the west through Ship Island Pass and Cat Island Channel; thus, the measured currents within Cat Island Channel were asymmetrical, with a northwest-southeast orientation along the channel axis. Measured peak velocities exceeded 1 m s$^{-1}$ during the ebb tide at mooring 1 (Figure 5). The southeasterly wind between 0000 and 1200
GMT on March 4 drove a northward flow through the channel, as measured at moorings 1, 2, and 5. The measured currents at moorings 1, 3, and 5 were dominantly tidal during the easterly wind of March 5 because of the shadowing effect of Cat Island. Mooring 2 was located south of Cat Island Channel and, although the currents show a strong tidal signal, the flow was more responsive to the wind than at the other moorings. For example, northeasterly winds on March 5 generated southwestward currents at mooring 2 while flow remained to the southeast at the other moorings. The strong westerly winds on March 6 opposed the flood tide and the measured surface currents decreased at all of the moorings, with the exception of several southwest jets that were measured at mooring 2 near midday.

The observations indicate the complexity of flow within Mississippi Sound during a typical winter cold front. However, the measurements are inadequate to describe the wave and current fields throughout the Mississippi bight. The next section will describe numerical simulations of the waves and currents during the cold front and compare the model predictions to the available observations. This comparison will show that the models reproduce the measured waves, water surface anomalies, and currents within Mississippi Sound and adjacent coastal waters very well. The numerical model predictions can then be used with some confidence to examine the waves and currents throughout the estuary.

Comparison of Model Predictions and Observations

The most important reason for using numerical hydrodynamic models like SWAN and POM is their incorporation of nonlinear physical processes such as bottom friction and advection. It is also useful that they have been used for a large number of applications and their general skill is reasonably well known. It is nevertheless important to validate their general behavior for individual studies, because of uncertainties in environmental forcing and bathymetry. This study focuses on waves and currents within the enclosed waters of the Mississippi bight. The comparison of modeled and measured waves and currents is thus restricted to observations made behind the barrier islands. The evaluation of the SWAN-predicted waves is limited to $H_s$ and $T_s$. The measurements at mooring 2 are good for evaluating the wave model because it was located where the waves would be sensitive to fetch-limited growth as the wind changed direction. No other wave observations were available within the sound for the study interval. The model-predicted values of $H_s$ (Figure 6) are accurate during the pre-frontal phase but the match deteriorates during frontal passage, when the maximum simulated waves are only 0.7 m. However, the model skill improves during the post-frontal phase. The large discrepancy during frontal passage may be due to wave generation by local winds within the sound because the wind field in the model was uniform. The values of $T_s$ were predicted best during frontal passage, and were generally under-predicted during the pre-frontal and post-frontal phases. Nevertheless, the mean error for the model-predicted wave height is only 0.015 m, and for the predicted period it is 0.66 s. The standard deviations of the error for $H_s$ and $T_s$ are 0.19 m and 0.58 s, respectively. This good agreement between the model and the observations in a complex part of the bight indicates that the SWAN model will predict waves accurately elsewhere within the region. This assumption is supported by previous wave comparisons within the Mississippi bight (Hsu et al., 2000; Rogers et al., 2001).

In order to evaluate the predicted tidal elevations, the POM was run with tidal forcing only at the open boundary and no wind. The POM predictions of tidal water levels are compared to the IHO tidal elevations for March 4–14 at three locations within the estuary in Figure 7 (see Figure 1 for locations). The mean and standard deviation of the tidal elevation error at Cat Island are $-0.033$ m and $0.03$ m, respectively, with the greatest error during the neap tide when the tidal range is less than 0.1 m. There is a slight phase error at Breton Isle and the resulting mean error is zero whereas the standard deviation of the error is 0.04 m. The amplitude error during the neap tide is greater at Bay St. Louis, because the model does not resolve the bay’s complex shape. Nevertheless, the mean error is only 0.008 m and the standard deviation of the error is 0.053 m. The POM reproduces the tidal elevations well during the time of interest for this study at all three stations. This gives greater confidence for using it to evaluate steady flow in other parts of the tide-dominated estuary.

The POM can also be evaluated with respect to both calculated water levels and surface currents using the measurements from Cat Island Channel. For this comparison, the model is operated in three-dimensional baroclinic mode and forced with winds and tidal boundary conditions. The predicted water level trend at mooring 2 (Figure 8) is in good agreement with the observations. The model-predicted water
level anomaly is offset by approximately 0.05 to 0.1 m because of the difficulty of removing the mean water depth from the observations. The maximum setdown on March 6 has good amplitude and phase, however. The model predicts a smaller positive water level anomaly (setup) than observed at 0000 GMT on March 7 but it is accurate during the subsequent low tide. Since the tidal elevations at Cat Island (Figure 6) are good, this may be a result of using the winds measured at the NOAA buoy over the entire model domain. Nevertheless, the model demonstrates the correct response sequence, especially during the post-frontal phase when a large setup is accurately predicted.

The model-predicted surface currents at mooring 1 (Figure 9) show the strong tidal flow that is also seen in the measured currents (Figure 5), although the flow is more symmetrical than observed. This is especially true just before the front arrived (after 1200 GMT on March 5). The model does predict a strong perturbation of the tidal flow by the wind on March 7, at which time the southeast currents are stronger than observed. The lack of variability in the modeled currents is probably caused by the use of uniform winds over the entire model domain and the spatial resolution. This is also likely cause of the over-predicted flow at the end of the simulation.

The waves and currents predicted by the numerical models are in good agreement with the available observations from the Mississippi bight. The ability of the models to predict tidal and wind-driven flows and waves demonstrates their usefulness for examining the physical mechanisms that drive erosion within the region. These comparisons are robust because they were made in complex areas that are good tests of model skill. The modeled waves and currents are less sensitive to uncertainties in forcing and bathymetry within the sounds where waves and currents are more uniform.

Model-Predicted Waves and Currents in the Mississippi Bight

West Ship Island

The largest wave height predicted during frontal passage on March 6 is 0.9 m at the northwest end of WSI (depth = 5 m; see Figure 1 for location), and the maximum wave period is 3.25 s (Figure 10). The wind was westerly at this time. The modeled wave heights and periods decrease for a short time thereafter, because the wind weakened and became west-northwesterly. The predicted surface waves increase again during the post-frontal phase when the wind was north-northwesterly and peak wind speeds occurred. This temporal pattern, which is similar to that observed near Cat Island, is partly caused by the shadowing effect of Cat Island on wave growth during northwesterly winds. The estimated wave steepness remains above 0.04 during the entire cold front, however, suggesting that erosion along the soundside of the island would have occurred whenever the wind had a northerly component.
The mean water level anomalies within the Mississippi bight are calculated using the Princeton Ocean Model with wind forcing only. This simulation indicates the relative magnitude, distribution, and timing of wind-driven setup and setdown within the region. These changes in water level determine which part of the beach face is subjected to wave erosion. The westerly winds during frontal passage pushed water into the eastern end of the sound, producing a predicted setdown of \(-0.25\) m at WSI (Figure 11) and a setup of \(0.16\) m at Dauphin Island (ONI; see Figure 1 for location). The northerly winds on March 7 produce a predicted setup of \(0.07\) m on the soundside of WSI and a setdown of \(-0.22\) m at DNI. These results suggest that Dauphin Island is susceptible to setup produced by westerly winds because of restricted exchange between the eastern end of the sound and the Gulf of Mexico.

The current regime within Mississippi Sound is tidally dominated, which is important for wave erosion and transport by steady currents within the sound. The tide was ebbing at 0800 GMT on March 6 when peak waves, generated by westerly winds, are predicted by the SWAN model. The westerly winds would also have reinforced the ebb tide flow, which is generally southeastward. At mid-ebb tide (Figure 12A), the simulated flow rotates southward at WSI and there is a divergence in the velocity field, with surface velocities of \(1\) m s\(^{-1}\) through the inlets. The northerly winds of the post-frontal phase generate larger predicted waves at WSI, which nearly coincide with the low tide on March 7. The hindcast surface currents within the sound (Figure 12B), which are primarily wind-driven at this time because of the low tide, are westward and almost \(0.3\) m s\(^{-1}\) near the western tip of WSI.

### Chandeleur Islands

The northern and southern Chandeleur Islands have distinctly different morphologies and responses to forcing. Therefore, this section will discuss waves and currents along the northern segment separately from the southern segment. The predicted waves on the soundside of the northernmost Chandeleur Islands (dashed line in Figure 10) attain a maximum height of \(0.48\) m during frontal passage in a water depth of \(1.5\) m. The period reaches a peak of \(2.5\) s at this time also. The resulting wave steepness parameter is \(0.05\). The modeled wave height decreases to less than \(0.3\) m as the wind shifts to westerly, but recovers slightly during the post-frontal phase when the wind is north-northwesterly. Wave-driven southward longshore drift on the soundside of the islands would have persisted throughout the post-frontal phase under the conditions predicted by the model. During the westerly winds accompanying frontal passage, the POM-predicted setup is less than \(0.1\) m on the soundside of the Chandeleur Islands (dotted line in Figure 11). Driven by the northerly winds of the post-frontal phase, the hindcast steady flow (Figure 13A) bifurcates at the northern tip of the islands, with velocities greater than \(1\) m s\(^{-1}\) on the Gulf side. Although modeled currents are weaker along the western side of the northern islands, they are southward near the coast and would have reinforced wave-driven longshore drift. The POM-predicted steady currents on March 7 (Figure 13B) flow uniformly southward under the northerly winds and longshore flow on the soundside of the northern islands has strengthened slightly. The northerly winds during the post-frontal phase generate a predicted setdown of \(-0.07\) m at the Chandeleurs, which would have reduced beach erosion by waves.

The orientation of the southern Chandeleur Islands makes them more susceptible than the northern Chandeleur Islands to southerly waves from offshore and northwesterly waves generated within Chandeleur Sound. However, shallow water depths within the central part of the sound restrict wave growth during northwesterly winds. Consequently, the hind-
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transport. Nevertheless, it is possible to make several state-
ments because of the robustness of numerical model predic-
tions that have been presented in the previous section.

DISCUSSION

As suggested by the title of this paper, any discussion of
costal erosion must be somewhat speculative because of the
lack of either measurements or model predictions of sediment
transport. Nevertheless, it is possible to make several state-
ments because of the robustness of numerical model predic-
tions that have been presented in the previous section.

Implications for Barrier Island Erosion

Erosion along the soundside of the barrier islands is de-
pendent on local water levels, surface waves, and steady cur-
rents. This section discusses the contribution of each of these
factors to the nearshore environment as it pertains to beach
erosion inside the barrier islands. The observations and re-
sults from the numerical models indicate how variable these
factors can be during a brief meteorological event like a cold
front. The sedimentation pattern inferred from the model re-
sults should also be robust but the conclusions drawn from it
should be consistent with observations of coastal change in
the area. Of course, it is expected that the model predictions
from this study will also reflect the uniform wind forcing used
and that the timing of local maximum waves and wind-driven
setup will differ from observations.

Waves can erode the normally subaerial beach whenever the
local water level is elevated. Although the setups predicted by
the POM (Figure 11) are small, they would raise water levels
on the soundside of the islands where there are no protective
dunes. Furthermore, these moderate water levels occur fre-
cently and may thus have an important cumulative effect on
the long-term evolution of these beaches. Another important
d factor determining the water level within the sounds is the
spring-neap tidal cycle (Figure 7). The tidal amplitude is less
than 0.1 m during the neap tide and more than 0.2 m during
the spring tide. This combined effect can be seen at Dauphin
Island, where a maximum wind-driven setup of 0.16 m is pre-
dicted just a few hours after high tide on March 6, but only a
few days before the neap tide. Had this occurred during the
spring tide, we would expect greater coastal erosion to occur.
A second example is seen at Ship Island on March 7, when a
maximum setup of 0.07 m is predicted during a low tide. Thus, the wind-driven setup and low-tide water levels would have cancelled, and the waves would have been eroding the beach face rather than the berm.

The classical paradigm of coastal erosion predicts that storm waves will transport sediment offshore whereas fair-weather waves, which are less steep, will return sediment to the beach (BRENNINKMEYER, 1978). This model is not entirely

Figure 18. Near-surface currents predicted by the Princeton Ocean Model near the Chandeleur Islands. (A) Near the northern end at 0800 GMT on March 6. (B) Near the northern end at 1200 GMT on March 7. (C) Near the southern end at 0800 GMT on March 6. (D) Near the southern end at 1200 GMT on March 7. The coastline is for general orientation only and does not exactly match the model grid, which used a higher resolution and newer coastline. Note that the southern Chandeleur Islands in C and D are a shoal only in the model.
and wave direction. The surface waves were steepest during cells within the sound. Instead, longshore drift should be included that longshore drift on the sound side of the northern dominant mechanism for across-shore transport on the shoreface of open ocean beaches in the northern Gulf of Mexico (Stone and Stapor, 1996). However, the lack of long-period, swell-like waves within the sound precludes the generation of large littoral cells within the sound. Instead, longshore drift should be weak and short-lived, responding rapidly to changes in wind and wave direction. The surface waves were steepest during westerly and northerly winds. Thus, it is reasonable to conclude that longshore drift on the soundside of the northern islands was eastward during frontal passage. However, as the wind became northeasterly during the post-frontal phase, longshore drift would have reversed direction.

Sediment transport by downwelling mean currents is the dominant mechanism for across-shore transport on the shoreface of open ocean beaches during storms (Wright et al., 1991). Across-shore transport was probably not very efficient within the sounds during most of the cold front because of the shallow water depths and well-mixed water column. The mean currents predicted by the POM indicate that sediment transport during frontal passage would have been westward on the shoreface at WSI (Figure 12A), in opposition to wave-driven longshore drift in the surf zone, and eastward at ESI. Current-driven shoreface transport would have been westward at Ship Island after the wind shifted to more northerly during the post-frontal phase (Figure 12B). Divergence and convergence of longshore transport causes local erosion and deposition, respectively (Keiley, 1977; Sanchez-Arcilla et al., 2001). Consequently, the steady currents in Figure 12 suggest that sediment would have been continuously eroded from WSI and transported into Ship Island Pass to the west. Such a transport system during cold fronts partly explains the long-term erosion at the western end of Ship Island (Stone et al., 1998).

The extensive mean southward flow on the soundside of the Chandeleur Islands (Figure 13) would have supplemented sediment transport within the littoral sedimentation cell generated by the wave field. This combined transport would have supplied sediment to the southern Chandeleur Islands (actually a shoal) for all wind conditions during the cold front. During the westerly winds on March 6, sediment delivered to the shoal would have been transported seaward and deposited on the Gulf side where the flow decelerates. Northerly winds would have produced an even stronger southward transport on the Gulf side of the shoal. This sedimentation pattern suggests that northwestward migration of the islands by overwash during tropical cyclones is opposed by southwest and southeast migration during cold fronts. This cold-front sedimentation pattern would contribute to the rapid recovery of the islands after hurricanes (Kahn and Roberts, 1982).

Southward longshore transport on the Gulf side during the cold front is also in opposition to northward wave-driven drift during fairweather conditions (Penland and Suter, 1988).

Predicting Coastal Change

General principles of sedimentation have allowed patterns of erosion and sediment transport to be inferred from the model-predicted waves and currents presented in this paper. These estimates are necessarily qualitative and lacking in detail because no sediment entrainment and transport calculations were completed. In order to make quantitative predictions of coastline change during the cold front, it is necessary to couple the wave and current results to a nearshore sedimentation model. This coupling can be accomplished by embedding a three-dimensional numerical sedimentation model within a hydrodynamic model (e.g., Zeigler and Nisbet, 1994; Signell and Harris, 2000; Scheffner, 2000) or driving a stand-alone sedimentation model with either observations or model output (e.g., Keen and Stavn, 2000; Jones and Lick, 2000). Alternatively, model-predicted waves and currents could be used as input for other kinds of coastal sedimentation models. For example, high-resolution simulated waves can be applied to process-response models (e.g., Wright and Short, 1984), thereby permitting detailed spatial analyses of coastline change. Similarly, mathematical models (e.g., Fox and Davis, 1973; Hanson and Kraus, 1989) can be used when observations of waves and currents are not available, thus improving both short- and long-term forecasting. The most rigorous use of numerical wave and current models is to drive numerical sedimentation models, which can take advantage of their good spatial coverage and temporal output (e.g., Rakha, 1998).

SUMMARY

This study applies numerical wave and current models to understanding the forcing that determined barrier island erosion during a winter cold front that passed over the Mississippi bight in the Gulf of Mexico on March 6, 1997. The SWAN wave model was used to predict waves, and the Princeton Ocean Model was used to hindcast water levels and steady currents. The model predictions are in good agreement with available observations.

The hindcast waves within Mississippi Sound reach heights of 0.9 m during the cold front. The wave periods within the enclosed sounds do not exceed 3.5 s and, consequently, the wave steepness parameter, $H_s/L_0$, remains above 0.4 throughout the cold front. Littoral transport would have been predominantly eastward until the wind became northeasterly, at which time it would have reversed direction. Currents within Mississippi Sound are dominated by tidal flow during the cold front, and sediment transport on the shoreface is thus sensitive to the tidal stage.

Hindcast waves along the soundside of the Chandeleur Islands (north-south trending) range from 0.45 m in the north to 0.55 m in the south. The tidal currents in Chandeleur
Sound are less variable than in Mississippi Sound and it appears that sediment transport would have been continuously southward throughout the island chain because of the combination of wave-driven longshore drift in the surf zone and steady currents on the shore face. Occasional spillover onto the Gulf side of the islands is predicted during the frontal passage phase when the wind is westerly.

The inferred erosion and sediment transport patterns based on the model results are consistent with observations of long-term shoreline change in Mississippi Sound, as well as sedimentation processes that control shoreline change in the Chandeleur Island chain. The waves and currents that can be simulated with modern numerical models are well suited to drive all types of coastal sedimentation and geomorphic models. The problem of getting good numerical hindcasts and forecasts has decreased in recent years as coastal observing and forecasting systems are being developed. Thus, the coastal researcher is no longer restricted to available observations and historical databases. This has exciting consequences for studying coastal change in the near future.
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